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Abstract

In this paper the problem of supervised learning is addressed where class labels in the training data do
not correspond to ground truth, but instead are subjective estimates of class membership provided by a
domain expert. This is a practical problem in application such as remote-sensing and medical diagnosis
where labelling of the feature data may take place in a subjective manner some time after the original
data was measured. In particular the case where the labels can be interpreted as estimates of posterior
class probabilities is examined. A variety of labelling strategies exist, of which oracle-based, probabilistic,
and maximun a posteriori (MAP) labelling are among the most interesting. Basic relationships between
these dstrategies arc established. For example, MAP labelling does not provide enough inforination to the
learning algorithm to properly recover class probability estimates, however, it does permit the algorithm
to learn a minimum-error classifier. Therole of side-information is briefly discussed, where the labeller
may be using additional sideinformation(not present in the measured features) to label the data

The practical question of how probab ilisticlabels might be best used with atypical learning algorithm
is addressed. in fact, the modifications to existing learning algorithms are generally straightforward,
particularly for loss-fu nction based discrimin ants (such as multi-layer perceptronmodels). For parametric
models it can be shown that asymptotically consistent estimators exist [], 2]: intuitively theapproach is
that attaining sample isdivided up betweenthe classes in proportion to its class label weight. Empirical
results on test data sets show that probabilistic labelling universally outperforms the more conventional
deterministic labelling, in termns of both error rate and posterior probability approximation. While the
improvement in error rate is typically slight, the ilmprovement in probability approximation capabilities
can be very substantial (orders of magnitude in mean squared error). In particular, sigmoid-based
network models with a mean squared error loss function appear to take the greatest advantage of the
probabilistic Jabelling - this can be explained by relating the network model to logistic discrimination for
general exponential families [3]. in conclusion it is noted that, in the real-world, elicitation of accurate
and consistent probability estimates from human subjects is very problematic: previous work in the
literature on subjective error models and possible applications of quantized probabilistic labelling are
discusscd.
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